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S cholars and policymakers alike focus
most of their attention on proximate
sources of violent conflict, giving short

shrift to underlying, obscured, or complex caus-
es. The Environmental Change and Security
Program has historically offered a place for
debating less prominent explanations and for
examining conflict’s causal roots. We continue
that tradition with these commentaries on links
between population dynamics and conflict. 

Those seeking to understand war or popula-
tion need to know: what role do population
dynamics play in spurring, supporting, or
explaining conflicts? The connection is not sim-
ple, however; a wide range of demographic rela-
tionships work in concert with a host of other
factors, including the economy, the environ-
ment, and governance. But if we understand
these relationships better, we may be able to
defuse some population issues before they
inflict more collateral damage in the world’s
conflicts. 

ECSP Report asked five scholars to con-
tribute commentaries summarizing their cur-
rent research on the links between conflict and
four key factors: density, age structure, sex ratio,
and differential population growth. These com-
mentaries, which seek to help non-experts navi-
gate this complex territory, offer recommenda-
tions for policymakers and programmers work-
ing to prevent conflict and stabilize population
growth. 

Henrik Urdal, who co-edited the July 2005
Journal of Peace Research issue devoted to the
demography of conflict, presents his research’s
surprising conclusion: at the national level,

population growth, land scarcity, and urbaniza-
tion do not have a great influence on patterns of
war and peace, with a few exceptions.1 He
encourages further research to explore the
exceptions he found and suggests that sub-
national data might reveal the effects of local
population pressure on conflict.

The CIA’s National Intelligence Council
(NIC) recently cited “youth bulge”—a large
percentage of youth in a population—as one
ingredient in a “perfect storm for internal con-
flict in certain regions.” While the connection
between youth and conflict is commonly
accepted, Sarah Staveteig finds a more subtle
measure of age structure can effectively predict
insurgent-based civil wars. By studying the
future relative cohort size—the difference in the
number of young adults versus the number of
older working adults—policymakers could
develop policies to reduce the chances of such
conflicts.

The NIC’s report also expressed concern
about the destabilizing effects of the pervasive
“son preference” in Asian countries—notably
China and India—that has produced a shortfall
of an estimated 90 million women. Valerie
Hudson and Andrea den Boer summarize
their groundbreaking research into this trou-
bling phenomenon and its impact on the likeli-
hood of conflict. They warn policymakers that
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gender imbalances will affect the democratic
potential of these countries: “In many ways, a
society’s prospects for democracy and peace are
diminished in step with the devaluation of
daughters.”

Ethnicity carries much of the popular blame
for recent conflicts, a point echoed by the NIC.
But little sustained research has explored how
demographic shifts contribute to violence.
Monica Duffy Toft explores why differential
population growth has not garnered the scholar-
ly attention it deserves, and warns that without
government and academic efforts to improve the
reliability and availability of data on these shifts,
aid and intervention strategies may continue to
be counterproductive or destructive.

Notes

1. In 2005, two special issues of academic jour-
nals—the Journal of Peace Research (JPR) and the

European Journal of Population—focused on the
demography of conflict and violence (see Christian
Leuprecht’s review of the JPR issue in this Report).
Emerging from a workshop organized by the Working
Group on the Demography of Conflict and Violence
under the International Union for the Scientific Study
of Population (IUSSP), these journal issues reflect the
width and breadth of the demographic causes and con-
sequences of violence—genocide, economic inequality,
war mortality, and migration, among others. In addi-
tion to editing the JPR issue, Henrik Urdal contributed
an article to JPR, “People vs. Malthus: Population
Pressure, Environmental Degradation, and Armed
Conflict Revisited,” on which he based his commen-
tary in this Report.
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Defusing the Population Bomb: Is
Security a Rationale for Reducing
Global Population Growth?
Introduction

Demographic and environmental factors have
claimed a dominant position in post-Cold War
security discourse. According to neo-
Malthusians,1 rapid population growth will
lead to per capita scarcity of natural resources
such as cropland, freshwater, forests, and fish-
eries, increasing the risk of violent conflict over
scarce resources. In contrast, resource-
optimists2 claim that scarcity of agricultural
land, caused by high population density, may
drive technological innovation, which could
lead to economic development and thus build
peace over the long term. Although world pop-
ulation growth is projected to eventually level
out, some areas and countries will experience
relatively high growth rates for decades to come
(Lutz et al., 2004). If these areas are seriously
threatened by instability and violent conflict,
reducing population growth could be an impor-
tant concern for the international community.

Building on my recently published empiri-
cal analysis of the relationships between popu-
lation pressure on natural renewable resources
and the outbreak of domestic armed conflict,3

this policy brief examines whether high popu-
lation pressure is a general, persistent threat to
domestic peace over time, and thus deserves
the attention of security policymakers. While
many empirical studies examine single cases
with limited potential for generalization and
prediction, this global, cross-country statistical
model, which covers a 50-year period, assesses
the relationships among several different indi-
cators of population pressure and domestic
armed conflict (involving at least 25 battle-
related deaths in a year). Prior to this study, lit-
tle empirical research has systematically exam-

ined the role of population pressure in causing
domestic armed conflict.4

My analysis found that population growth,
land scarcity, and urbanization do not greatly
influence patterns of war and peace (see Table 1
for a summary). The national-level relationship
between population-induced scarcity and con-
flict identified by several case studies does not
seem to represent a strong general trend among
countries over time. However, there were a few
exceptions: countries experiencing high popula-
tion growth and density in the 1970s were
indeed more likely to suffer an outbreak of
domestic armed conflict. In addition, further
research may moderate these findings: for
example, using local level data—rather than
national—might reveal a stronger relationship
between population pressure and conflict.

Moderate Neo-Malthusians

Few scholars would argue that resource scarci-
ties never occur or that they are irrelevant to
conflict. Natural resources essential to human
life and welfare are unevenly distributed
between and within states, and local scarcities
of certain natural resources may arise and per-
sist, at least temporarily. According to Thomas
Homer-Dixon and his Project on Environment,
Population, and Security at the University of
Toronto—the most influential neo-Malthusian
school—population growth is an important
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source of demand-induced scarcity: if a resource
base is constant, the availability of resources per
person will diminish as an increasing number of
persons share it, or as demand per capita rises
(Homer-Dixon, 1999, page 48).5

Neo-Malthusians are primarily concerned
with resources that are essential to food produc-
tion. Homer-Dixon and Blitt (1998) argue that
large populations in many developing countries
are highly dependent on four key resources:
freshwater, cropland, forests, and fisheries. The
availability of these resources determines peo-
ple’s day-to-day well-being, and scarcity of such
resources can, under certain conditions, cause
violent conflict. Some propose that the resource
scarcity and conflict scenario is more pertinent
to developing countries due to their lower
capacity to address environmental issues and to
cope with scarcity (Homer-Dixon, 1999, pages
4–5; Kahl, 2002, page 258). Unlike some strict
Malthusians, Homer-Dixon claims that popu-
lation pressures do not increase the risk of con-
flict in isolation, but they could in combination
with environmental degradation and uneven
wealth distribution.

More recent contributions further moderate
the neo-Malthusian position. Colin Kahl
(2002) criticizes much neo-Malthusian writing
for failing to identify the most important inter-
vening variables. While state weakness is often
cited as a necessary condition for environment-
related conflict, Kahl argues that conflict may

also arise under conditions of “state exploita-
tion,” when powerful elites exploit rising
scarcities and corresponding grievances in
order to consolidate power (page 265). Richard
Matthew (2002, page 243) criticizes the simple
neo-Malthusian thesis for understating the
adaptive capacity of many societies and for not
adequately addressing the historical and struc-
tural dimensions of violence, such as globaliza-
tion and colonial influence. 

An Empirical Analysis of Neo-
Malthusian Claims

If the basic neo-Malthusian scheme is correct,
the risk of armed conflict for countries experi-
encing high levels of population pressure
should be greater, all other factors being equal.
This article investigates the likelihood that the
following forms of population pressure affect
the risk of armed conflict:

• Population growth;
• Population density relative to productive

land area;
• Continued population growth when pro-

ductive land is already scarce; and 
• Urbanization.

My study encompasses statistical surveys of
all sovereign states in the international system
and all politically dependent areas (colonies,
occupied territories, and dependencies) for the
1950–2000 period, including data on domestic
armed conflict6 drawn from the PRIO–Uppsala
dataset (Gleditsch et al., 2002), and data on
population growth and size, urbanization, and
scarcity of productive land from the United
Nations and other sources.7 Since economic
and political conditions may influence both
demography and conflict, potentially con-
founding the relationships of interest, I used
multivariate modeling. The study controls for
poverty, governance, size of the country, eco-
nomic growth, and length of time since the end
of a previous conflict.8 The population data I
used are assumed to be among the most reliable
and comparable available. However, data on

According to my results, high population
growth—by itself—is not associated with armed
conflict. In addition, scarcity of productive land
is associated with less conflict, contrary to neo-
Malthusian expectations.
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international migration flows are generally
inadequate, and for many less developed coun-
tries and regions where population data are
inferior or less available, the UN Population
Division employs demographic techniques to
arrive at reasonable estimates (UN, 2000).9

Since the data are aggregated at the national
level, the results do not reflect differences
between regions of individual countries. 

According to my results (see Table 2), high
population growth—by itself—is not associated
with armed conflict. In addition, scarcity of
productive land is associated with less conflict,
contrary to neo-Malthusian expectations. This
is not a strong and robust statistical relation-
ship, suggesting that population density is not
an important predictor of peace or of war.10

Land scarcity combined with continued high
population growth is positively associated with
conflict, but for the most part this relationship
is neither strong nor robust, indicating that
conflict is not more likely to break out in coun-
tries presumably experiencing “Malthusian
traps.” Under certain specifications, however,
the relationship turns significant.11

Furthermore, poor countries experiencing
high levels of population pressure are not more
susceptible to armed conflict, which counters
the proposition that developing countries are

more vulnerable to violence generated by popu-
lation pressure and resource scarcity.
Urbanization does not appear to be a risk factor,
and the interaction between urbanization and
economic growth was not statistically signifi-
cant, failing to lend empirical support to the
theory that high urban growth rates may lead to
violence when combined with economic crises.

Interestingly, the neo-Malthusian conflict
scenario was supported when I considered the
post-World War II decades separately. In the
1970s, countries experiencing high population
growth and density were indeed more likely to
see the outbreak of a domestic armed conflict.
(This relationship is quite robust, but it disap-
pears when the sample is restricted to sovereign
states.) The rise of environmental security liter-
ature in this decade could reflect the greater sig-
nificance of neo-Malthusian factors in this peri-
od. From 1965–80, less developed regions
experienced their highest levels of population
growth since World War II, particularly in parts
of Asia where population density was already
high. During this time, the superpowers were
heavily involved in armed conflicts around the
globe (Harbom & Wallensteen, 2005). The
attention garnered by demographic and envi-
ronmental changes may have influenced the
superpowers’ choice of military engagements.

Table 1: Population and Risk of Conflict Summary

Basic 
Model

Expanded
Model

1970s Post-Cold 
War 

Population growth Not significant Not significant Not significant Not significant

Population density Lower risk (weak) Not significant Not significant Not significant

Growth*density Not significant Not significant
Higher risk 
(medium)

Not significant

Urban growth Not significant
Lower risk 
(medium)

Note: This chart summarizes the direction and statistical significance (in parentheses) of the association between
the main explanatory variables and the risk of conflict. For the actual values, please see Table 2.
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In the post-Cold War era, by contrast, there is
no support for neo-Malthusian claims; instead,
high rates of urbanization correlate with less
conflict. 

Policy Recommendations and
Future Research

According to basic neo-Malthusian theory, soci-
eties experiencing scarcity related to population
growth should have a greater risk of domestic
armed conflict. My empirical test does not ren-
der much support for this scenario, nor for the
optimistic perspective. Factors like population
growth, land scarcity, and urbanization simply
do not appear to greatly influence patterns of
war and peace. 

Claims that the world has entered a “new age
of insecurity” since the end of the Cold War
appear to be unfounded (see de Soysa, 2002a,
page 3). Rather, the post-Cold War era is
notable for the strong statistical significance of
conventional explanations of conflict, such as
level of development and regime type.
Although often portrayed as an emerging chal-
lenge to security, countries with high levels of
urban growth were significantly less prone to
armed conflict during this period. While
Population Action International’s report, The
Security Demographic (Cincotta et al., 2003),
finds a bivariate relationship between high lev-
els of urbanization and conflict, I find that this

relationship disappears when controlling for
important and relevant variables such as the
level of development.12

According to my results, using security as a
rationale for reducing global population growth
is unwarranted. It may even be counterproduc-
tive, potentially overshadowing more important
rationales for reducing population growth.
These may include human—rather than con-
ventional—security issues like sustainable
development; economic performance; and
female education, empowerment, and repro-
ductive health.

But the potential for further research is sub-
stantial, especially for exploring the relation-
ships between population and other factors. For
example, in related analyses, de Soysa (2002a,
2002b) finds that population density is posi-
tively associated with armed conflict when con-
trolling for the level of international trade.
Potentially, when a country trades fewer goods,
land scarcity is more pertinent and may insti-
gate armed conflict. Thus, a bad macroeconom-
ic environment may exacerbate the relationship
between armed conflict and scarcity of produc-
tive land. 

The aggregated, national-level data I used to
test the population pressure hypotheses may fail
to reflect the effects of local population pres-
sure, which presents important challenges for
future research.13 My study indicates that the
national-level relationship between population-
induced scarcity and conflict identified by sev-
eral case studies does not seem to represent a
strong general trend among countries over
time. Geographically organized data and statis-
tical tools could assess whether scale may
account for the absence of empirical support for
the neo-Malthusian paradigm. Studying sub-
national data from arguably vulnerable coun-
tries might reveal the possibly conflict-con-
ducive effects of local population pressures.

Finally, researchers should more thoroughly
assess the often-neglected relationship between
migration—both international and domestic—
and conflict. This study, which incorporated a
very crude measure of large refugee popula-
tions, did not support the claim that such pop-

The national-level relationship between popula-
tion-induced scarcity and conflict identified by
several case studies does not seem to repre-
sent a strong general trend among countries
over time.
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Table 2: Population and Risk of Armed Conflict 

Note: Not all results are displayed in this table; for all results, see Urdal (2005).

Model 1
Basic 
ß
st. error

Model 2
Expanded
ß
st. error

Model 3
1970s 
ß
st. error

Model 4
Post-Cold War 
ß
st. error

MAIN EXPLANATORY VARIABLES

Population growth
-0.009
(0.062)

-0.013
(0.071)

-0.024
(0.099)

-0.126
(0.086)

Population density
-0.088*
(0.053)

-0.068
(0.060)

-0.080
(0.115)

0.064
(0.106) 

Growth*density
0.042
(0.039)

0.014
(0.045)

0.129**
(0.057)

0.040
(0.075)

Urban growth
-0.025
(0.041)

-0.112**
(0.046)

CONTROL VARIABLES

Country size (total
population)

0.269***
(0.047)

0.289***
(0.055)

0.344***
(0.103)

0.228**
(0.106)

Development (infant
mortality rate)

0.006***
(0.001)

0.010***
(0.002)

0.011***
(0.003)

0.021***
(0.005)

Democracy
0.006
(0.014)

0.015
(0.015)

0.028
(0.029) 

0.0001
(0.027)

Democracy, squared
-0.014***
(0.003)

-0.014***
(0.003)

-0.005
(0.007)

0.022***
(0.006)

Economic growth
-0.054**
(0.024)

Time since last con-
flict

1.819***
(0.275)

1.691***
(0.304)

1.101
(0.714)

1.716***
(0.467)

Constant
-6.078***
(0.488)

-6.302***
(0.599)

-7.433***
(1.143)

-5.691***
(1.087)

N
Log likelihood
Pseudo R2

7,752
-793.33
0.107

5,851
-631.85
0.113

1,519
-165.94
0.103

1,680
-194.43
0.197

Asterisks signify the level of statistical significance: * p < 0.10, ** p < 0.05, *** p < 0.01.
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ulations represent a security threat. However,
more empirical work in this area may shed
important light on this central aspect of neo-
Malthusian theory.

Notes

1. Thomas Malthus (1803/1992) asserted that food
production would grow arithmetically, while human
population would grow exponentially—which, at some
point, would cause serious food shortages and human
misery. At the end of the 1960s and the beginning of
the 1970s, a wave of neo-Malthusian literature predict-
ed that the rapidly growing world population would
soon exceed the resource base and lead to serious envi-
ronmental destruction, widespread hunger, and violent
conflicts. Neo-Malthusian concern over security
became even more pronounced in the 1990s.

2. Also known as “cornucopians,” resource-opti-
mists believe that the world is continuously improving
by both human and environmental standards. They
offer three main challenges to the neo-Malthusian par-
adigm: first, they claim that most natural resources are
not really scarce in a global context. Second, even if
some resources are getting scarcer, humankind is able
to adapt to these challenges. Third, they argue that
abundance of valuable natural resources leads to violent
conflict, not scarcity.

3. This policy brief is based on my article “People
vs. Malthus: Population Pressure, Environmental
Degradation, and Armed Conflict Revisited,” pub-
lished in the Journal of Peace Research in July 2005.

4. Studying shorter time series, Hauge and
Ellingsen (2001) and de Soysa (2002b) find that high
population density slightly increases the risk of domes-
tic armed conflict and civil war. Collier and Hoeffler
(1998) find no significant effects of population growth
or density on civil war (defined as producing more
than 1,000 battle-related deaths in a year). In bivariate
models, Cincotta et al. (2003) find a relationship
between high urbanization rates and the risk of civil
armed conflict onset. 

5. Gleditsch and Urdal (2002) provide a review of
Homer-Dixon’s work on population, environment, and
conflict.

6. A domestic armed conflict is defined as a conflict
confined to one country, fought between at least two
organized parties of which at least one has to be a gov-
ernment, resulting in at least 25 battle-related deaths
within a calendar year. Here, civil wars are defined as
domestic armed conflicts with at least 1,000 battle-
related deaths per calendar year.

7. Sources include the United Nations’ World
Population Prospects (1999), the UN’s annual
Demographic Yearbook, the Statistical Abstract of the

World (Reddy, 1994), the CIA World Factbook (CIA,
2001), and the World Bank’s World Development
Indicators (2003). The data in the UN’s World
Population Prospects cover all states and political
dependencies with more than 150,000 inhabitants.

8. For full references and data descriptions, see
Urdal (2005).

9. The UN’s population division uses a number of
different sources to assess consistency. For some
extreme cases, where information is outdated or non-
existent, the UN derives estimates by inferring levels
and trends from those experienced by countries in the
same region with similar socio-economic profiles (UN,
2000). 

10. These results are virtually unchanged when
using a conventional density measure.

11. The relationship is statistically significant when
the model requires a longer period of peace (five years
or more) between hostilities to determine whether a
conflict is “new.” However, it becomes insignificant
when the sample is restricted to sovereign states.

12. Since the level of development—which is
assumed to capture aspects of poverty and state weak-
ness—is also a strong predictor of conflict, we have to
control for development to assess the effect of urban-
ization. Cincotta et al. (2003) are thus rightfully cau-
tious not to draw strong conclusions from the statisti-
cal relationships they find. In my own model, I find a
similar statistically significant bivariate relationship
between urbanization and conflict outbreak, but this
relationship disappears when controlling for level of
development.

13. Similar criticism could also be directed at previ-
ous case study literature in the field, including Homer-
Dixon and Blitt (1998).
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The Young and the Restless: Population
Age Structure and Civil War

T hree months after the attacks of
September 11, 2001, the New York
Times asked, “Is the Devil in the

Demographics?” (Sciolino, 2001). The article
examined the vulnerability of large cohorts of
unemployed youth to extremist ideology and
political recruitment, and speculated about the
hazards created by future youth cohorts in the
Middle East. In the post-9/11 era, however,
there has been very little academic research on
the relationship between youthful age structure
and warfare (three notable exceptions: Urdal,
2002; Hammel & Smith, 2002; Cincotta et al.,
2003). Literature on civil war and insurgency
has instead highlighted the role of other causal
factors such as the presence of valuable
resources, the degree of ethnic fractionalization,
and type of political regime, while downplaying
the importance of population age structure (see,
e.g., Collier & Hoeffler, 2001; Fearon & Laitin,
2003; Elbadawi & Sambanis, 2002).

While these factors likely play an important
role in the onset of civil war,1 the importance of
youthful age structure—particularly in insur-
gency-based civil wars2—should not be

ignored. The relationship between large youth
cohorts and civil war appears to have held
throughout history. For example, Herbert
Moller (1968) suggests that wars in pre-modern
and present-day Europe, including the rise of
the Nazi party in Germany, corresponded with
surges in the proportion of young men in the
population. Yale historian Paul Kennedy (1993)
argues that revolutions occur more often in
countries with large populations of “energetic,
frustrated, young men.”3 Even after controlling
for the fact that more youthful countries are less
developed and have more vulnerable political
regimes, my research finds that a large differ-
ence in the number of young adults compared
to the number of older adults—“relative cohort
size”—can help predict civil war, particularly
insurgent-based civil wars. 

“Excess Youth”: A Perfect Storm?

Some recent conflicts appear to lend credence to
the “excess youth” hypothesis. For example,
Philip Gourevitch (1998) describes how
Rwandan génocidaires were recruited from
among the jobless young men who were “wasting
in idleness and attendant resentments…Most of
the men were motivated by the opportunity to
drink, loot, murder, and enjoy higher living stan-
dards than they were previously accustomed to”
(page 93). In Sierra Leone, where young people
comprised 95 percent of the fighting forces in a
recent civil war, an NGO official explained that
the youth are “a long-neglected cohort; they lack
jobs and training, and it is easy to convince them
to join the fight” (Mastny, 2004, page 19). While
recent conflicts in Palestine and the Democratic
Republic of the Congo are mostly influenced by
other factors, both areas have among the highest
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ratios of young adults (15-29) to older working-
age adults (30-54) anywhere in the world.

Even though population growth has slowed
worldwide and will likely end within the next
century (Lutz et al., 2004), high fertility rates in
Africa and the Middle East will continue to
bring increasingly larger cohorts of young
adults for the next few decades. As Chart 1
illustrates, the ratio of young people to adults in
the developing world will continue to remain
well above the 1980 world peak for decades to
come. The National Intelligence Council
(2004) refers to these increasing youth cohorts
as part of a “perfect storm”—including failed
states, poor economies, and religious extrem-
ism—that will likely fuel conflict in certain
parts of the world for decades to come.

“Youth Bulge” Is a Misnomer

I believe that the mixed evidence on youthful
age structure and the risk of conflict is largely
due to the poor measurement of age structure
in most research. The term “youth bulge” is a
misnomer: although few authors use the same
definition of youth bulge, nearly all researchers4

measure it as the number of young people (gen-
erally between ages 15 and 24) as a percentage
of the adult population. A bulge, literally
defined as an “irregular swelling” (Abate,
1998), should be visible in the young adult sec-
tion of the age pyramid. Yet some so-called
youth bulges, such as that in contemporary Iraq
(Panel A of Chart 2), do not produce the bulge
shape characteristic of baby booms followed by
“baby busts” (Panel B of Chart 2). 

Relative Cohort Size: A Better
Measure of Age Structure

If not the bulge shape in and of itself, then why
do youthful populations influence the risk of
insurgency? I argue that the presence of young
adults is not as important as the degree of alien-
ation, frustration, and marginalization they
experience. These factors are subjective and dif-
ficult to measure; one way might be to examine
how much schools and the labor market must

expand to accommodate the incoming cohort
of teenagers. We can obtain a rough estimate by
measuring the current group of young adults
(ages 15 to 29) as a proportion of the number
of older working adults (ages 30 to 54) to find a
“relative cohort size,” after a similar measure
proposed by Richard Easterlin (1968, 1978,
1987).5

Relative cohort size can provide the missing
link between the population of young men and
the risk of civil war, especially if we consider
only insurgency-based civil wars (Staveteig,
2004a, 2004b, 2005). Easterlin’s relative cohort
size hypothesis delineates the relationship
between youthful populations and the econom-
ic and psychological frustrations that enable
political instability and, ultimately, civil war. As
a large relative cohort comes of age, the tension
produced by lack of success in the job and mar-
riage markets may, in the presence of other fac-
tors, render armed conflict a more appealing
option. While relative cohort size is unlikely to
be an immediate cause of civil war, large birth
cohorts often strain the schooling system and
labor market of a country, particularly a devel-
oping one, which can result in massive frustra-
tion, unemployment, reduced wages, and dis-
satisfaction—and arguably create a potential
army of young men who could be easily recruit-
ed in a rebellion.6 If economic opportunities
exist and expand in tandem with the youthful
population, as they did in most parts of East
Asia, enormous economic growth can result
from relatively large cohorts (Bloom &
Williamson, 1997; Bloom, Canning, &
Malaney, 1999). Yet in most developing coun-
tries, where economic opportunities are not
even sufficient for current youth cohorts, a rise
in the population entering the labor force is
likely to increase joblessness. 

In the United States, a large relative cohort
size—such as that created by teenage baby
boomers—is thought to have been one cause of
the social upheaval of the late 1960s and early
1970s (Macunovich, 2002; Easterlin, 1987). In
countries with less economic opportunity and
fewer channels for enacting social change, large
cohorts of young adults may choose more
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violent means of protest and social change.
Historical case studies have documented that a
youthful age structure in Cyprus, Palestine,
Algeria, and Laos increased the size of the pop-
ulation that could be mobilized, which in turn
influenced the intensity of the conflicts
(Choucri, 1974, page 191). 

One of the most important explanations of
the importance of relative cohort size is what
Easterlin (1978, 1987) calls “relative male
income,” which is the standard of living a man’s
income can buy relative to his father’s standard of
living. Relative male income is inversely related
to relative cohort size, other things being equal.
In the United States, the baby boomers were a
much larger birth cohort than their parents’
cohort, so people born later in the boom experi-
enced a much tighter entry-level job market than
those born early or before the boom. In this way,
one’s birth and fortune were interlinked: mem-
bers of smaller cohorts generally had an easier
time finding jobs and education, while equally
qualified members of larger cohorts struggled to
achieve the same standard of living. 

Not every society may respond the same way
to low relative male income, but large birth
cohorts in any country—particularly males—
must be accommodated by the school system

and eventually by the labor market. In popula-
tions with many women of child-bearing age,
population momentum will cause overall popu-
lation size to increase even decades after fertility
declines. The government will be required to
increase expenditures on services (such as roads,
schools, and hospitals) to accommodate each
new cohort. When the large birth cohort reach-
es adulthood, they will require more jobs than
vacated by previous cohorts. In deeply religious
contexts where pre-marital sex is forbidden and
men are expected to financially establish them-
selves prior to marriage, such a shortage of eco-
nomic opportunities can be particularly frus-
trating, as the shortage can prevent even educat-
ed adults from entering into marriage and
achieving cultural notions of adulthood.
Research on suicide bombers, for example, has
shown that many are well-educated and highly
capable, yet lack the economic opportunities
necessary to establish themselves (Sprinzak,
2000; Pape, 2005)

Measuring the Importance of
Relative Cohort Size

To test the importance of relative cohort size
in the probability of civil war, I built a dataset
that combined information on civil wars
(Strand et al., 2004), insurgency-based civil
wars (Heidelberg Institute for International
Conflict Research, 1999), national per capita
income (Heston et al., 2004), demographic fac-
tors (United Nations, 2003), political regime
(Marshall et al., 2004), and other relevant trade
and economic variables (World Bank, 2002).
The data span 10 five-year periods from
1950–2000 in 174 countries. 

In accordance with previous research, my
baseline model found that countries with uncon-
solidated political regimes,7 high infant mortality
rates, lower per capita incomes, and larger popu-
lation sizes consistently had a higher risk of civil
war onset (Staveteig, 2005). Infant mortality rate
(which is often used as a proxy to measure devel-
opment) and per capita income were nearly
equally strong predictors of civil war onset, and
both measures were highly correlated to one

Even after controlling for the fact that more
youthful countries are less developed and have
more vulnerable political regimes, my research
finds that a large difference in the number of
young adults compared to the number of older
adults—“relative cohort size”—can help predict
civil war, particularly insurgent-based civil wars.
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another. I ultimately chose to use
only the infant mortality rate in my
models because the data over time
and country were more complete.
None of the other factors that
researchers suggested are impor-
tant—urbanization, per capita
income growth, secondary school
enrollment, and population densi-
ty—measurably improved the base-
line model.

Calculating youth as a percent-
age of the entire population (“non-
relative cohort size”) did not deter-
mine the onset of civil wars (insur-
gency-based or otherwise). On the
other hand, comparing a specific
population of youth to a specific
population of adults (relative
cohort size) and comparing a specif-
ic population of youth to all adults
(“quasi-relative cohort size”) both
strongly predicted the risk of civil
war. While the average country in
the dataset experienced a 12 percent chance of
any kind of civil war erupting in any given
five-year period, differences in relative cohort
size could swing that risk as low as 6 percent
and as high as 28 percent, holding all other
factors equal.8 For insurgency-based civil wars
the results were even stronger. While the aver-
age country faced a 9 percent chance of an
insurgency-based civil war starting in any
given five-year period, relative cohort size
could make this risk as low as 2 percent or as
high as 38 percent. Higher levels of infant
mortality and an unconsolidated political
regime could greatly increase this risk.

Could these results be influenced by the
countries’ different levels of development?
Using the United Nations’ classification scheme
for more-developed and least-developed coun-
tries,9 I found that even within these broad
development categories, differences in age
structure were significant and measurable pre-
dictors of conflict. 

Interestingly, it appears that future relative
cohort size could also be used to predict con-

flict. Relative cohort size can be measured up to
10 years in advance using current data on pop-
ulation age structure. For example, the ratio of
future young adults (e.g., the current 5- to 19-
year-olds) to future older adults (the current
20- to 44-year-olds)—combined with current
information about infant mortality, population
size, and governance—can predict whether
conflict will occur 10 to 15 years from now
almost as well as waiting 10 years to measure
the actual relative cohort size. This finding
could help develop conflict-prevention policies;
by identifying large relative cohorts up to 10
years before they reach young adulthood, poli-
cymakers and funders might devise better
strategies for easing the transition, and thus
reduce the chances of conflict. 

Conclusion

Just as developed countries now face future
pension shortfalls and other challenges associat-
ed with aging populations, less developed coun-
tries face the opposite problem: excess youth. In

Chart 1: Relative Cohort Size Wordwide 1950–2050

Note: “Relative Cohort Size” is defined as the ratio of population aged 15-29 to population
aged 30-54. 
Source: Author's calculations from United Nations' World Prospects Data: The 2002 Revision
[CD-ROM].
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2005, 1.9 billion people—nearly one-third of
the world’s population—are under the age of
15. Ninety percent of these youth live in less-
developed countries.10 Even if fertility decreas-
es, large birth cohorts in developing countries
are unlikely to wane for a few decades. As these
large birth cohorts enter adulthood, the risk of
insurgent civil wars increases. When relative
cohort size peaked in the United States (as baby
boomers entered young adulthood) in 1975,
there was nearly a one-to-one ratio between the
number of 15- to 29-year-olds and the number
of 30- to 54-year-olds. In the average least-
developed country, that ratio is expected to stay
above one until 2035. The strain on school sys-
tems and labor markets in these countries will
be profound. In absolute numbers, the increase
in youth cohorts will be enormous. 

Of course, it is not likely that a high relative
cohort size will be the inciting cause of conflict
in least-developed countries. A very youthful
population is an important factor, among oth-

ers, that flares up only under certain conditions
or “sparks.” But at the same time, sparks can
only trigger violent conflicts when contextual
factors enable them. If alternative means of
social change are available, violence will be less
appealing. A large relative cohort is not in and
of itself a sufficient cause for civil war, but a
smaller relative cohort size makes it more diffi-
cult for conflicts to erupt.11 Even after control-
ling for the fact that more youthful countries
are less developed and have more vulnerable
political regimes, my research finds that relative
cohort size is an important predictive factor for
civil war, particularly insurgent-based civil wars. 

The link I found between relative cohort size
and civil war would have been even stronger if I
had looked at the sub-national level, as insur-
gent groups often come from sub-populations
with high relative cohort size (for example
Chechens in Russia, Northern Irish in the
United Kingdom, and Palestinians in Israel).12

Recent suicide bombings in London and riots

Chart 2: Age Structure in Iraq 2005 and the United States 1980

Note: The term “youth bulge” is a misnomer: all contemporary definitions of the term would rank contemporary Iraq (Panel A) as
having a larger youth bulge than the United States did in 1980 (Panel B), despite the fact that Panel B shows a more characteristic
“bulge” shape. 
Source: United Nations’ World Prospects Data: The 2002 Revision [CD-Rom]. The 2005 estimate for Iraq is based on the medium-
range projections from 2002. 
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in France are important reminders that devel-
oped countries are not immune to violent rebel-
lions from youthful sub-populations. But these
events alone do not justify restricting immigra-
tion; instead, I believe that they signal the
urgent need to improve integration and equali-
ty. Industrialized countries facing major pen-
sion shortfalls due to a high ratio of retirees to
workers could mitigate the problem by hiring
young workers from the developing world.
Even though immigration and integration are
politically sensitive topics, developed countries
should consider projected pension shortfalls
and the cascading security risk of large youth
cohorts in the developing world when debating
immigration and integration policies.

Easing the transition of large birth cohorts
into adulthood and developing viable nonvio-
lent means of political change could help pre-
vent civil war in countries where relative cohort
size is expected to be high. Methods might
include increasing the number of opportunities
available for young people (perhaps by offering
employers credits for hiring entry-level workers,
expanding regional security forces, or using
international aid to create an internal volunteer
corps), expanding tertiary schooling options (if
appropriate jobs will later be available), ensur-
ing universal suffrage for young adults, and
maintaining a fair and open political system.

A better understanding of contextual factors
leading to civil war may improve our ability to
prevent it in the future. Research on the causes
of civil war should incorporate measures of rela-
tive cohort size. Unraveling the background fac-
tors that put a country at risk for conflict is
arguably more important than finding the
immediate “spark” of conflict, as policy is much
better equipped to address structural problems
than immediate factors. In many countries
around the world, we cannot prevent large rela-
tive youth cohorts over the next two decades,
but understanding the role of relative cohort
size and planning wisely could help reduce the
risk of future insurgency-based13 civil wars. 

Notes

1. I define a civil war as an “internal armed con-
flict” according to the Armed Conflict Dataset from
the International Peace Research Institute in Oslo
(Strand et al., 2003; Gleditsch et al., 2002).

2. For the purposes of this paper, insurgency-based
civil wars are defined as violent crises or wars involving
a non-state group as a primary actor in the conflict,
using the KOSIMO dataset (Heidelberg Institute for
International Conflict Research, 1999). 

3. Other authors have found a connection between
“excess young men” and the outbreak of violence
(Cincotta et al., 2003; Goldstone, 1991, 2001;
Hammel & Smith, 2002; Mesquida & Wiener, 1999;
Urdal, 2002). 

4. See, for example, Cincotta et al. (2003); Choucri
(1974); Goldstone (2002); O’Brien (2002); Mesquida
and Wiener (1999); and Urdal (2002).

5. As youth unemployment rates are difficult to
measure, particularly in the developing world, a rela-
tively large youth cohort is a good proxy for the oppor-
tunity structure in a country. Hammel and Smith
(2002) call the difference between adjacent cohorts the
“demographically-induced unemployment rate.”

6. Youthful populations in and of themselves are
unlikely to be a sufficient condition for civil war:
insurgent groups must be able to form a coherent col-
lective identity with which to challenge state authority,
and they must also find opportunities for collective
action (Diehl & Gleditsch, 2001). As Walter (2004)
asserts, enlistment in a rebel group is only likely to be
attractive “when two conditions hold. The first is a sit-
uation of individual hardship or severe dissatisfaction
with one’s current situation. The second is the absence
of any nonviolent means for change” (page 371). 

7. As measured by the square of the political regime
score assigned by the Polity IV dataset (Marshall,
Jaggers, & Gurr, 2004). 

8. Based on the observed range of relative cohort
sizes from the dataset.

9. According to the United Nations, highly devel-
oped countries include those in Europe, North
America, Japan, Australia, and New Zealand. The least
developed countries include most of sub-Saharan
Africa and parts of Asia and the Middle East. I put the
remaining countries in a third category entitled “mod-
erately developed.”

10. Author’s calculations based on figures from
Population Reference Bureau (2005).

11. The main exceptions are conflicts in the for-
mer Soviet Union and Yugoslavia, where relative
cohort size was small but other factors enabled pro-
tracted conflict.

12. Based on information about fertility rates from
“Chechnya has highest birth rates in Russia” (2005),
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Ruddock et al. (1998), and Population Reference
Bureau (2005).

13. Insurgent groups cannot always be deemed
morally wrong (consider, for example, anti-colonial
movements in many countries), but when groups feel
they have no other means besides violence to enact
social change, the costs for society can be enormous.
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T he emerging subfield of “security
demographics” examines the linkages
between population dynamics and the

security trajectories of nation-states. For the last
5 to 10 years, researchers have examined the
security aspects of such topics as the demo-
graphic transition, the sub-replacement birth
rates of developed economies, the proportion of
young men as compared to older men in the
population, the effects of legal and illegal immi-
gration, and the effects of pandemics such as
AIDS and drug-resistant tuberculosis. We hope
to add the variable of gender balance to the dis-
cussion: are societies with an abnormal ratio
between men and women less secure?

Missing Women

In two areas of the world such imbalances have
become fairly significant in the last half-centu-
ry: 1) Russia and several former Warsaw Pact
nations, where we find a deficit of adult males;1

and 2) Asia—particularly India, China, and
Pakistan—where we find a deficit of women,
including female infants and children. We will
let other scholars research the link between a
deficit of males and national security. Our
research, as explained in Bare Branches: The
Security Implications of Asia’s Surplus Male
Population (MIT Press, 2004), focuses on the
deficit of females in Asia. Standard demograph-

ic analysis readily confirms this abnormal
deficit.2 If we compare overall population sex
ratios, the ratio for, say, Latin America is 98
males per 100 females (using 2000 U.S. Census
Bureau figures), but the corresponding figure
for Asia is 104.4 males per 100 females. But one
must also keep in mind the sheer size of Asia’s
population: India and China alone comprise
approximately 38 percent of the world’s popu-
lation. Thus, the overall sex ratio of the world is
101.3, despite the fact that the ratios for the rest
of the world (excluding Oceania) range from
93.1 (Europe) to 98.9 (Africa). 

Birth sex ratios in several Asian countries are
outside of the established norm of 105-107 boy
babies born for every 100 girl babies. The
Indian government’s estimate of its birth sex
ratio is approximately 113 boy babies born for
every 100 girl babies, with some locales record-
ing ratios of 156 and higher (India Registrar
General, 2001). The Chinese government states
that its birth sex ratio is approximately 119,
though some Chinese scholars have gone on
record that the birth sex ratio is at least 121
(China State Statistical Bureau, 2001).3 Again,
in some locations, the ratio is higher; for exam-
ple, the island of Hainan’s birth sex ratio is 135.
Other countries of concern include Pakistan,
Bangladesh, Nepal, Bhutan, Taiwan,
Afghanistan, and South Korea.4

Another indicator of gender imbalance is
early childhood mortality. Boys typically have a
higher early childhood mortality rate, which
virtually cancels out their numerical advantage
by age five. Boys’ higher mortality is tied to sex-
linked genetic mutations, such as hemophilia,
as well as higher death rates from common
childhood diseases, such as dysentery. However,
in some of the Asian nations mentioned above,
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early childhood mortality rates for girls are
actually higher than boys’ (United Nations
Population Division, 1998). Furthermore,
orphanages house more girls than boys in these
nations.5

What forces drive the deficit of females in
Asian nations such as India and China? Why
are their birth sex ratios so abnormal? Why are
early childhood mortality rates for girls higher
than those for boys? Why are most children in
orphanages girls? How do we account for the
disappearance of so many women—estimated
conservatively at over 90 million missing
women in seven Asian countries alone (see
Table 1)?

Some scholars assert that there may be a
physical cause at work preventing female births,
such as the disease hepatitis B, antigens of
which have been associated with higher birth
sex ratios (Oster, 2005). While this may well be
a contributing factor, it is worth considering the
experience of the municipality of Shenzhen in
southern China. Alarmed at the rising birth sex
ratio, which reached 118 in 2002, local officials
instituted a strict crackdown on black market
ultrasound clinics. Offering up to 2,000 yuan
for tips, officials then vigorously prosecuted and
imprisoned the owners and technicians. By
2004, the birth sex ratio had dropped to 108
(“Shenzhen’s newborn sex ratio more bal-
anced,” 2005).

Accounts such as this support the thesis that
the modern gender imbalance in Asia, as with
historical gender imbalances in Asia and else-
where, is largely a man-made phenomenon.6

Girls are being culled from the population,
whether through prenatal sex identification and
female sex-selective abortion, or through rela-
tive neglect compared to male offspring in early
childhood (including abandonment), or
through desperate life circumstances that might
lead to suicide. 

The gender imbalance in Asia is primarily
the result of son preference and the profound
devaluation of female life. This value ordering is
not confined to Asia; why, then, is the deficit of
women found there almost exclusively?
Historically, of course, the culling of girls was

not confined to Asia; evidence for this practice
can be found on every continent. And practices
are changing in some Asian nations: Japan nor-
malized its sex ratios in the 20th century, and in
South Korea, the deficit has been decreasing
over time (Dickemann, 1975; South Korea
National Statistics Office, 2001). 

But this excellent question can only be
answered through a multifactorial cultural
analysis that examines variables such as religious
prohibitions or sanctions; patrilocality (couples
living with the husband’s family); the duty of
male offspring to support aged parents; dowry,
hypergyny, and caste purity in India; the effect
of interventions such as China’s one-child poli-
cy; and the web of incentives and disincentives
surrounding the issue of prenatal sex determi-
nation technology.7

Bare Branches

What effect will this deficit of females have on
the security trajectory of nations?
Anthropologist Barbara D. Miller (2001) has
termed the preservation of a balanced sex ratio a
“public good” that governments overlook at
their peril. Will it matter to India and China
that by the year 2020, 12-15 percent of their
young adult males will not be able to “settle
down” because the girls that would have grown
up to be their wives were disposed of by their
societies instead? With each passing year
between now and 2020 (or even further), both
the proportion and the number of young adult
males that exceed the number of young adult
females in China and India will increase
(Hudson & den Boer, 2004). The Chinese have
a special term for such young men: guang gun-
er, or “bare branches”—branches of the family
tree that will never bear fruit, but which may be
useful as “bare sticks,” or clubs.

The Chinese elision between bare branches
and truncheons echoes our argument: men who
are not provided the opportunity to develop a
vested interest in a system of law and order will
gravitate toward a system based on physical
force, in which they hold an advantage over
other members of society. Furthermore, in a
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system with too few women, the men who
marry are those with higher socio-economic
status. The men unable to marry are poorer, less
educated, less skilled, and less likely to be
employed. These men are already at risk for
establishing a system based on physical force in
order to obtain by force what they cannot
obtain legitimately. Without the opportunity to
establish a household, they may not transition
from potential threats to potential protectors of
society. The rate of criminal behavior of unmar-
ried men is many times higher than that of mar-
ried men; marriage is a reliable predictor of a
downturn in reckless, antisocial, illegal, and
violent behavior by young adult males (Mazur
& Michalek, 1998). If this transition cannot be
effected for a sizeable proportion of a society’s
young men, the society is likely to become less
stable.8

Statistical evidence for the linkage between
gender imbalance and conflict includes several
excellent studies that have demonstrated a
strong correlation between state-level sex ratios
and state-level rates of violent crime in India
(Oldenburg, 1992; Dreze & Khera, 2000).
States with high sex ratios, such as Uttar
Pradesh, have much higher violent crime rates
than states with more normal sex ratios, such as
Kerala. Historical case studies abound, since
abnormal sex ratios are not a new phenomena.
The 19th century Nien rebels came from a very

poor region in China with a sex ratio of at least
129 men per 100 women. At first, relatively
smaller groups of men coalesced to form smug-
gling and extortion gangs. Eventually, these
gangs banded together to form larger armies,
wresting territory from imperial control. It took
the emperor years to subdue this rebellion. 

We must not overlook sociological theory
and experimental evidence, as well. For exam-
ple, scholars have studied the behavior of unat-
tached young males, noting their propensity to
congregate with others like them and to engage
in dominance displays in such groups.
Sociologists have found that the “risky shift” in
group behavior, where a group is willing to take
greater risks and engage in more reckless behav-
ior than an individual member of the group, is
much more pronounced in groups comprised
solely of unattached young adult males
(Johnson, Stemler, & Hunter, 1977).

After examining the evidence, some predic-
tions can be made for societies with rising sex
ratios: crime rates will increase; the proportion
of violent crime will increase; rates of drug use,
drug smuggling, weapons smuggling, traffick-
ing, and prostitution will increase (see Hudson
& den Boer, 2004). The society might develop
domestic and international chattel markets that
kidnap and traffic women within the country
and across borders. For example, the shortage of
marriage-age women in China is fueling a brisk

Table 1: Number of Missing Women for Selected Asian Countries Using Census Data

Country Year

Actual
Number of
Males

Actual
Number of
Females

Actual
Sex
Ratio

Expected
Sex
Ratio

Expected
Number 
of Women

Missing
Women

Afghanistan

Bangladesh

China

India

Pakistan

South Korea

Taiwan

Total

2000

2001

2000

2001

1998

2000

2000

11,227,000

65,841,419

653,550,000

531,277,078

68,873,686

23,068,181

11,386,084

10,538,000

63,405,814

612,280,000

495,738,169

63,445,593

22,917,108

10,914,845

106.5

103.8

106.7

107.2

108.6

100.7

104.3

96.4

99.6

100.1

99.3

99.2

100.0

100.2

11,646,266

66,105,842

652,897,103

535,022,234

69,429,119

23,068,181

11,363,357

1,108,266

2,700,028

40,617,103

39,284,065

5,983,526

151,073

448,512

90,292,573

Sources: Afghanistan—United Nations
Population Division, World Population
Prospects: The 2002 Revision,
http://www.un.org/esa/population/
publications/wpp2000/annex-tables.pdf;
Bangladesh—Bangladesh Bureau of
Statistics, Population Census, 2001:
Preliminary Report, http://www.
bbsgov.org; China—National Bureau of
Statistics of the People’s Republic of
China, “Communiqué on Major Figures
of the 2000 Population Census,” No. 1,
April 23, 2002, http://www.stats.gov.cn/
english/newrelease/statistical
reports/200204230084.htm; India—
Office of the Registrar General, Census
of India, 2001, Series 1: India, Paper 1 of
2001: Provisional Population Totals (New
Delhi: India, 2001), http://www.
censusindia.net/results; Pakistan—
Population Census Organization,
Statistics Division, Government of
Pakistan, “1998 Census of Pakistan,”
http://www.pap.org.pk/
population/sec2.htm; South Korea—
National Statistical Office, Republic of
Korea Census Population, 2000,
http://www.nso.go.kr; and Taiwan—
Statistical Bureau of Taiwan, Historical
Comparison of the Census Results, 2000,
http://www.stat.gov.tw

Note: From Bare Branches: The Security
Implications of Asia’s Surplus Male
Population (page 62), by Valerie M.
Hudson and Andrea M. den Boer, 2004,
Cambridge, MA: MIT Press. Copyright
2004 by Belfer Center for Science and
International Affairs. Reprinted with
permission.



COMMENTARY • POPULATION AND CONFLICT: EXPLORING THE LINKS

23

business in trafficked brides from North Korea
(Demick, 2003).

We must also examine the reaction of the
government. Historically, we have found that as
governments become aware of the negative con-
sequences of a growing number of bare branch-
es, most governments are motivated to do
something. In the past, “doing something”
meant thinning the numbers of bare branches,
whether through fighting, sponsoring the con-
struction of large public works necessitating
dangerous manual labor, exporting them to less
populated areas, or co-opting them into the
military or police. One 16th century
Portuguese monarch sent his army, composed
primarily of noble and non-noble bare branch-
es, on one of the later crusades to avoid a crisis
of governance; more than 25 percent of that
army never returned, and many others were
seriously wounded (Boone, 1983, 1986). 

We find that the need to control the rising
instability created by the increasing numbers of
bare branches has led governments to favor
more authoritarian approaches to internal gov-
ernance and less benign international presences.
In many ways, a society’s prospects for democ-
racy and peace are diminished in step with the
devaluation of daughters.

How will this play out in 21st century Asia?
Gender imbalance does not cause war or con-
flict per se, but it can aggravate it. Will the
internal instability caused by substantial num-
bers of bare branches (by 2020, 28 million in
India—the same or more in China) overshadow
external security concerns for the governments
of these nations? Some potentially unstable sit-
uations spring to mind: the feuding countries of
Pakistan and India have gender imbalances, as
do China and Taiwan; and the resource-rich
Russian Far East faces an influx of Chinese
workers while Russia continues to lose men
(Radyuhin, 2003).

How will gender imbalances affect the
potential for democracy in China and the evo-
lution of democracy in India? The gender
imbalances of these two countries will not
remain solely their problem, as alone they com-
prise more than one-third of the world’s popu-

lation. The status of women in these nations
could become an important factor in both
domestic and international security in Asia,
with possible implications for the entire inter-
national system.

The Chinese government is acting on this
linkage. In July 2004, they announced their
desire to normalize the birth sex ratio by the
year 2010, and in January 2005, they
announced programs to provide old-age pen-
sions to parents of girls. Only time will tell if
these and other interventions will achieve their
desired ends. In the meantime, the horse has
left the barn for at least the next 20 years, for
there is no way to undo the birth sex ratios of
previous years. Have these Asian nations discov-
ered the value of female life too late? The whole
world is waiting to see whether bare branches
will be given the opportunity to grow again.

Notes

1. In Russia and its former satellites, drug and alcohol
abuse, as well as tuberculosis and AIDS, have dramatical-
ly increased the mortality rate for adult males—recent
U.S. Census Bureau (2005) figures estimate that there
are 10 million fewer men than women in Russia alone.
This, in turn, has fueled female emigration, supporting
not only to a vigorous “mail-order bride” business, but
also increasingly sophisticated and far-flung transnational
prostitution and human trafficking networks.

2. There are established ranges of normal variation in
overall population sex ratios, as well as early childhood
and birth sex ratios. These ratios are adjusted for coun-
try-specific circumstances such as, for example, maternal
mortality rates and infant mortality rates. Using official
census data, we can determine if there are fewer women
than could reasonably be expected. Of course, there are
perturbing variables: for example, many of the Gulf
states have very abnormal sex ratios favoring males due
to the high number of guest workers, predominantly
male, that labor in the oil economies of these states.
Once we take these types of factors into account, we
find that the deficit of females in Asia is a real phenome-
non (Hudson & den Boer, 2004).

3. Additional information provided by the director
of the Chinese Academy of Social Sciences via e-mail,
concerning the Nando Times article, “China
Reportedly Has 20 Percent More Males Than
Females,” dated January 7, 1999.

4. No data are available for North Korea.
5. Other statistics also factor into the observed gen-

der imbalance. In the West, for example, male suicides
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far outnumber female suicides. But in countries with
deficits of women, female suicides outnumber male
suicides. In fact, approximately 55 percent of all female
suicides in the world are Chinese women of childbear-
ing age (Murray & Lopez, 1996).

6. For more examples, please see Hudson and den
Boer (2004).

7. For a more complete cultural analysis of these
practices in Asia, please see Hudson and den Boer
(2004), Bossen (2000), Miller (2001), and Sen (1990). 

8. Note that this transition is also less likely in soci-
eties with a deficit of males; in such societies, men
need not marry or form permanent attachments to
obtain food, shelter, sexual services, domestic services,
and so forth. In that respect, societies with too few
men and societies with too many men share some
characteristics. Furthermore, societies in which mar-
riage age is generally delayed for men can also produce
instability; for example, the average age at first mar-
riage for men in Egypt is now 32 (Diane Singerman,
personal communication, July 19, 2004).
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COMMENTARY • Population and Conflict:
Exploring the Links

The State of the Field: Demography 
and War

The Rise and Fall—and Rise—of
Interest in Demography and War

At its root, the importance of the link between
demography and war is the relative capacity of a
given political unit’s population to aid in its
defense or to threaten other political units. For
this reason, population increase and decrease
have always been identified as vital security
issues; however, the importance of raw popula-
tion as an increment of state power has waxed
and waned across time in response to techno-
logical innovations and broad normative social
changes (de Bliokh, 1977; Mearsheimer, 2001).

Contemporary interest in population as a
source of state military power has its origins in
the French Revolution, which unleashed the
power of the mass army on what was then a
Europe ruled by monarchs in possession of
highly specialized and relatively small profes-
sional armies (Posen, 1993). Thus beyond its
normative implications regarding the proper
basis of legitimate government, the French
Revolution established demographics—includ-
ing its emphasis on comparative birth rates—as
an enduring interest of states, whether motivat-
ed by greed, insecurity, or aggression.

The Industrial Revolution threatened to
change this relationship, as the railroad and the
steamship made it possible to field and main-
tain mass armies, but the technology of auto-
matic weapons and heavy artillery made it
equally possible to destroy masses of soldiers
with alarming alacrity. World War II confirmed
the importance of machine over man, because
the armored vehicle and—in particular—the
strategic bomber appeared to make populations
more vulnerable and at the same time less rele-
vant to fighting power, except as logistical sup-
port in the form of factory workers and farmers. 

Since the end of World War II, the impor-
tance of population as a key component of
national security again began to rise after a
series of colonial wars in which high-tech, capi-
tal-intensive militaries lost bitter contests to rel-
atively low-tech, labor-intensive militaries in
Asia and Africa, such as the United States in
Vietnam or the Soviet Union in Afghanistan.
Moreover, interstate wars between major pow-
ers—the type of conflict that had appeared to
relegate population to insignificance from the
1880s to the 1940s—ceased to exist, while civil
wars—in which population becomes a much
more direct representative of a political unit’s
military capacity—became the norm for large-
scale political violence.

Today, interstate wars seem poised to make a
slow comeback, but the combination of cheap
transportation technology, high birth rates in
the so-called developing world, and pride in
national identity have combined to make
refugee and emigration flows a significant new
factor in the security calculations of major states
and indeed entire regions (Nichiporuk, 2000;
Weiner & Teitelbaum, 2001).

Demography Matters

In short, demography matters, especially
because of another long-term, post-World War
II trend: the increasing democratization of
states, including major states such as the
Russian Federation. Because the foundation of
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democracy is the principle of majority rule,
states adopting democratic forms of govern-
ment find themselves keenly interested in the
proportions of politically active groups that
inhabit their territories (Toft, 2003).

On the other hand, despite the conventional
wisdom that changes in the demographic com-
position of states correlate with political instabil-
ity and war, surprisingly little sustained scholar-
ly research has addressed the issue. A search of
the major journals devoted to war and conflict
reveals that in the last 15 years only a handful of
articles have sought to understand how demo-
graphic shifts contribute to large-scale violence
both within states and beyond them.1

There are different ways to examine the
impact of demography on war. Of the major
studies in existence, two factors have received
the most attention: age and sex ratios.2 Age
ratio studies examine whether a higher propor-
tion of youth is associated with a higher likeli-
hood of revolt and war (see, e.g., Huntington,
1996). The sex ratio hypothesis holds that the
greater the imbalance in favor of men, the
greater the likelihood of instability and war
(Hudson & den Boer, 2004). Although these
hypotheses have been examined, the underlying
logic and empirical support for them remain
speculative. Despite dire warnings about
seething populations of too many young males,
neither factor has yet been shown either neces-
sary or sufficient for violence to erupt.

Differential population growth among iden-
tity groups has been less systematically studied
than other demographic factors associated with
conflict and war (Weiner, 1971; Toft, 2002,
2005; Strand & Urdal, 2005). However, histor-
ical wisdom holds that identity-group balances
are key to the stability of multi-ethnic states.
The civil war in Lebanon, for example, has
largely (and accurately) been attributed to a
shift in the delicate ethnic balance in that state
(O’Ballance, 1998). Similar population pres-
sure has been used to explain Israel’s pullout
from Gaza and parts of the West Bank, and
demographic balances are key to stabilizing
Iraq’s government. Given that demographic bal-
ances and shifts are vital to the stability of

multi-ethnic states, and the vast majority of
states on the globe are multi-ethnic, the lack of
attention is surprising.

What Causes Shifts?

The relative proportions of ethnic populations
in states might shift for a variety of reasons; dif-
ferential birth/fertility rates and economic
immigration are just two explanations. Other
reasons include deliberate state manipulation
(usually in the form of monetary incentives to
“desired” groups to bear more children), man-
made disasters such as warfare (e.g., genocide in
Rwanda and Burundi), and natural disasters
such as drought (e.g., famine in Sudan and
Somalia). Mass migration and resettlement,
both spontaneous and forced (e.g., ethnic
cleansing in the former Yugoslavia), may also
cause a shift in the size of the population or
shifts among key factors (e.g. sex, age, identity-
group ratios). 

Consider the United States: the 2000 census
revealed that Latinos are growing at a far faster
pace than other ethnic groups. Latinos tend to
have larger families (i.e., higher fertility rates)
and many immigrants—largely economic—
come to the United States from Latin American
countries with Hispanic populations. According
to U.S. census projections, if current trends con-
tinue, Hispanics—who in 2000 constituted 13
percent of the American population—will com-
prise 25 percent by 2050. In his most recent
book, Samuel Huntington (2004) claims that
the shift from a predominately white, Protestant
culture to a majority Hispanic one could poten-
tially lead to serious discord within the
American polity. Whether this discord results in
conflict or violence depends on a host of factors,
including whether Hispanics assimilate and
American political institutions adapt to the
demands of this increasing population.

Why So Little Sustained Research?

Little research has been devoted to this impor-
tant issue for two reasons. First, citizens of
advanced industrial countries popularly believe
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that technology trumps people. This prejudice,
in most cases unfounded and in some cases pos-
itively dangerous, underpins a general lack of
attention to everything from demographics and
war, to the strategy and tactics of labor-inten-
sive military organizations. Faith in technology
extends across a wide array of social, economic,
and political problems. Second, to put it blunt-
ly, the study of demography and war is incredi-
bly tough: data are often not available or reli-
able, and it is hard to separate out demographic
determinants of conflict and war from more
traditional factors.

Data Availability and Reliability

In order to secure reliable demographic data, a
country must conduct and publish regular cen-
suses. Censuses are not only expensive, but con-
ducting them adequately also requires proper
training of field agents and analysts. Many coun-
tries simply lack the resources and knowledge to
conduct censuses properly. In addition, the
process of counting a state’s population requires a
relatively stable environment. Countries under-
going civil strife are precisely those for which we
need data, but also those in which census-taking
is hampered by conflict and violence.

Population figures are easy prey for political
machinations. Although censuses are vital for
determining how to allocate goods and services
equitably among a country’s population, they
can also be used as the basis for restricting
opportunities to members of preferred identity
groups. Data on identity groups can be manip-
ulated in at least three ways: (1) the size of iden-
tity groups might be increased or decreased; (2)
groups themselves might be excluded altogether
or added to the figures of other groups; or (3)
entire censuses could be withheld from publica-
tion and public debate. 

Under Josef Stalin, the Soviet Union used all
three methods: as part of the “Sovietization”
project, officials were pressured to reduce the
number of groups enumerated by the census
(Clem, 1986). After the 1930s, the Migrelians,
Svans, Laz, and Batsbiitsky—once identified as
separate nationalities—were merged with the

Georgians. In addition, when censuses in the
1930s revealed that the size of the population
was not what Stalin thought it should be, the
state classified the results, fearing widespread
outrage had they revealed the true extent of the
famine caused by the Soviet regime’s collec-
tivization efforts.

Some blame a contested census for the civil
war in Lebanon, which has not conducted an
official census since 1932. The “estimated” cen-
sus of 1956 was largely seen as rigged, as it
excluded a large number of Muslims, whose pop-
ulation had grown at a far faster rate than
Christians (Deeb, 1980). Since political power in
Lebanon is distributed among the different sec-
tarian groups on a proportional basis, if the cen-
sus revealed that the ethnic composition of the
population had changed, then the distribution of
power should change, too. But the Maronite
Christians, who controlled the census process
and data, did not want to cede any power, and as
a consequence they fudged the results of the cen-
sus—or at least accepted a less-than-accurate
count as fact. Most outside observers agree that
Christian numbers were inflated, while Muslim
numbers were deflated. Although the census was
discredited, it nevertheless provided the seeds of
protest and grievance that subsequently led to
civil war in Lebanon.

Another prominent example of how knowl-
edge of shifts in the demographic balance can
lead to instability and perhaps war is Israel,
which has to adjust to demographic shifts
among its Palestinian and Arab populations, as
well as population differentials among Jews
themselves, with Orthodox and ultra-Orthodox
having population growth rates far greater than
the secular Jewish population (see Fargues,
2000; Berman, 2000). Israel has pulled out of
the Gaza Strip and some of the West Bank, thus
ameliorating the notion of a greater Israel with
a growing Palestinian population. However,
Israel will still have to deal with increasing Arab
and Jewish-religious populations. As in
Lebanon, the nature of the Israeli political sys-
tem affords these different groups political
power, so as their numbers grow, so will their
demands from the political system. Will Israel’s
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political system be resilient enough to handle
these future demographic challenges without
reverting to a form of apartheid, in order to
hang on to large portions of the West Bank and
maintain the particularly Jewish character of
the state of Israel?

Conclusions

In summary, demographics and war will contin-
ue to be an important and policy-relevant topic.
Shifts in facilitating technologies—along with, in
some cases, deliberate demographic strategies for
attaining power and resources—continue to be
under-researched and poorly understood, which
leads in many cases to counterproductive or
destructive aid and intervention strategies.
Progress on the independent causal impact of
demography on war will therefore demand care-
ful research designs and may not be susceptible
to the kind of parsimony currently so popular
among social scientists in general, and political
scientists in particular. Only by building a com-
munity dedicated to sustained and quality
research can we redress this situation.

Notes

1. Exceptions include Goldstone (1991), Toft
(2002, 2005), and Hudson and den Boer (2004).
Excellent surveys include Levy and Krebs (2001) and
Cincotta, Engelman, and Anastasion (2003).

2. See commentaries in this Report by Sarah Staveteig
on age ratio and conflict, and by Valerie Hudson and
Andrea den Boer on sex ratio and conflict.
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